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3 Predictions for 2027
1. Semantic Search will become so effective, evidence synthesis will adapt to use it despite 
it being less transparent.

2. Data Extraction with LLMs will be popular. Either used as a second option check or used 
alone with human in loop checks

3. Agent LLM based retrieval will start being used but will still be minority



An attempt to classify new discovery tools-June 2023



My 2018 prediction about game changers



Major milestones in academic search
• 1996 - PubMed
• 2004 – Google Scholar, Scopus launches
• 2009 – Summon discovery service/layer launches
• 2015 – Semantic Scholar launches – later also Semantic Scholar Open Corpus (S2ORC) and Semantic Scholar Academic 

Graph (S2AG)
• 2016 – Microsoft Academic and Microsoft academic graph (MAG) relaunches
• 2017 – Transformer architecture introduced in "Attention is all you need" paper
• 2017 – Initiative for Open Citations (I4OC)
• 2018 – Lens.org Scholarly work search launches combining MAG+Crossref+Pubmed
• 2018 – BERT model introduced
• 2019 – Elsevier , ACS make citations open
• 2020 – Connected papers, ResearchRabbit etc launches
• 2020 – GPT3
• 2022 – Crossref makes deposited references mandatory open
• 2022 – OpenAlex launches, MAG closes
• 2022 – ChatGPT/GPT3.5 launches, Perplexity.ai, Elicit, Bing Chat launches with RAG

Push to Open
New technology
New resulting discovery tools



Rise of the "mega-indexes"



Evidence synthesis librarians talk about 
lens.org

https://www.youtube.com/watch?v=2DDgqPp-hVQ



EPPI reviewer – early pioneer on use of 
Microsoft Academic graph as far back as 2019

Using automation to produce a “living map” of the COVID-19 research literature , Cost-effectiveness of Microsoft
Academic Graph with machine learning for automated study identification in a living map of coronavirus disease
2019 (COVID-19) research

Finding new reports

https://eprints.whiterose.ac.uk/176343/1/document.pdf
https://wellcomeopenresearch.org/articles/6-210
https://eppi.ioe.ac.uk/CMS/Portals/35/MAG%20Browser%20v_1_0_User%20Guide.pdf


Why use Lens.org/ MAG (now Openalex)

• Large - >150 million, includes some grey 
literature, includes non-english literature

• Nice web interfaces that support boolean and 
field searches and or great analytical 
features (e.g. Lens.org)

• License is relatively open, public domain, CCO 
etc

• Allows multiple ways to access e.g. OpenAlex, 
Semantic Scholar
o Via web interface
o API (openalex, Semantic Scholar)
o Data Dumps (OpenAlex)



Why NOT use these 
mega-indexes

• Not curated – WILL contain predatory journals

• Quality of meta-data – might be lower quality than Scopus, 
Web of Science

https://link.springer.com/article/10.1007/s11192-021-04191-8/tables/6



Why "mega"

What's in Lens.org
OpenAlex coverage

https://www.lens.org/lens/search/scholar/structured
https://help.openalex.org/coverage


About Searchsmart.org



Rigorous methodology to estimate

• Absolute and relative coverage of 
databases by subject (26 categories)

• Internal and external validity checks, 
e.g. comparing databases on different 
platforms

• Allowing sorting by relative subject 
coverage (example shows Business)

Methodology

• Gusenbauer, M. (2022). Search where you will 
find most: Comparing the disciplinary coverage of 
56 bibliographic databases. Scientometrics, 1-63. 
https://doi.org/10.1007/s11192-022-04289-7

• My simplified coverage

https://doi.org/10.1007/s11192-022-04289-7
https://library.smu.edu.sg/topics-insights/knowing-where-search-comparing-absolute-and-relative-subject-coverage-56-databases


Databases with 
estimated >200 
million records 

according to 
Searchsmart.org

https://www.searchsmart.org/


Databases with 
estimated 100-

200 million 
records 

according to 
Searchsmart.org

https://www.searchsmart.org/




This does not 
even include the 

new "AI 
powered 
search"!



Some sources of Open Scholarly 
Metadata + Applications
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Open metadata & infrastructure (2018-)

Initative for Open Citations -
successfully hits 90% open citations in Crossref records (Jan 2021)

Initative for Open Abstract launches (Sept 2020)

Formal adoption of The Principles of Open 
Scholarly Infrastructure by Crossref, 
Datacite, ROR, OurResearch etc in 2020

https://openscholarlyinfrastructure.org/posse/
https://openscholarlyinfrastructure.org/posse/


Goodbye, Microsoft Academic – Hello, open 
research infrastructure? (Dec 2021)



Citation based literature mapping 
tools
Not just indexes

List of citation-based literature mapping tools

https://musingsaboutlibrarianship.blogspot.com/p/list-of-innovative-literature-mapping.html


VOSviewer, Citespace, Bibliometrix , CitNetExplorer, Sci2, HistCite, Hazing 
Publish or Perish

Citation based literature mapping tools

• Bottom-up approach

• Tends to require you to start by adding a few relevant 
seed papers (around 10-20)

• Used by any type of researcher who wants to find 
papers by citation relationships (and some are 
starting to use text based similarity approaches)

• One step process, comes with a index that you can 
pull papers from

• User-friendly interface, does not use technical jargon

https://www.vosviewer.com/
http://cluster.cis.drexel.edu/%7Ecchen/citespace/
https://www.bibliometrix.org/
https://www.citnetexplorer.nl/
https://sci2.cns.iu.edu/user/index.php
https://harzing.com/resources/publish-or-perish


New innovative tools by startups, hobbyist 
etc

32

Research Rabbit
ConnectedPapers

You can think of this as citation searching/chasing etc at scale. However, these 
tools may use citation/bibliometric based techniques that are not transparent.

https://researchrabbitapp.com/
http://connectedpapers.com


Transparency of Research Rabbit – article level
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Not transparent

Transparent



Transparency of Research Rabbit – collection 
level
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Not transparent

Transparent



Transparency of Connected papers

35

Not transparent

Transparent



Transparency of inciteful
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Not transparent

Transparent



How frequent are these tools 
used in evidence synthesis



How to estimate use?

This method probably undercounts usage of these tools*



Use of citation based literature mapping tools

• CitationChaser(72) - 2021-2024
• ConnectedPapers (24) - 2020-2024
• CoCites(11) - 2020-2023 (discontinued)
• ResearchRabbit(10) - 2023-2024
• Litmaps(6) - 2023-2024
• CitationGecko(4) - 2022-2024

CitationChaser by Haddaway, N. R., 
Grainger, M. J., Gray, C. T.



Use of new mega-indexes
• Semantic Scholar (202) - 2018-2024
• Microsoft Academic (90) - 2015-2024
• Lens org(27) - 2018-2024
• Dimensions ai(13) - 2021-2024
• OpenAlex(12) - 2022-2024
• Scinapse(12)- 2020-2023
• Scilit(9) - 2021-2023
• Microsoft Academic Graph(4) - 2020-

2022
Comparison – Google Scholar mentioned 8k times in 
2023 alone!



What are the tools used for
• Normal database search

o The studies will be searched in PubMed/MEDLINE, AMED, CINAHL, Cochrane Central Register of Controlled Trials (CENTRAL), PsycINFO , ERIC, ScienceDirect, 
SciencePubCo, Scopus database, JSTOR, ProQuest, Google Scholar, Semantic Scholar, ClinicalTrials.gov.

o This search will be completed by a search in the world wide web using google and Bing Chat (chatbot based on ChatGPT-4) and in ClinicalTrials.gov.
o We will screen PubMed, CINAHL, EMBASE, PERPLEXITY without any date restriction.
o The systematic review will search: AI-assisted tools: Elicit.org, Consensus AI Research Assistant and other relevant GPTs/AI Research Assistants

• Search grey literature
o Grey literature will be searched on Google Scholar, BASE, Semantic Scholar, OpenGrey and the researchers will also hand-search using reference lists and books.
o Use of search engines to identify grey literature (not yet completed): Elicit https://elicit.org/ – first 20 results

• Supplementary search
o In an effort to find the greatest number of related publications, an additional search in Google Scholar, the related search tools in PubMed and connectedpapers.com 

were used as secondary sources

• Citation chasing
o Forward /backward citation searches of included studies will be performed in Research Rabbit (https://researchrabbitapp.com/home) and Scite (https://scite.ai/home).
o In addition, manual searches were carried out using the snowball method, the PubMed “similars” tool and the use of the www.connectedpapers.com tool

• Citation in context
o Scite and Litsense to capture citation in context.

https://www.crd.york.ac.uk/PROSPERO/display_record.php?RecordID=134537
https://www.crd.york.ac.uk/PROSPERO/display_record.php?RecordID=448590
https://www.crd.york.ac.uk/PROSPERO/display_record.php?RecordID=427682
https://www.crd.york.ac.uk/PROSPERO/display_record.php?RecordID=506756
https://www.crd.york.ac.uk/PROSPERO/display_record.php?RecordID=104333
https://www.crd.york.ac.uk/PROSPERO/display_record.php?RecordID=428964
https://www.crd.york.ac.uk/PROSPERO/display_record.php?RecordID=466408
https://www.crd.york.ac.uk/PROSPERO/display_record.php?RecordID=520961
https://www.crd.york.ac.uk/PROSPERO/display_record.php?RecordID=453750
https://www.crd.york.ac.uk/PROSPERO/display_record.php?RecordID=512252


Learn more

Moral of story

1. It is now relatively easy for any startup to create a 
search engine/index from 200 million academic 
works

2. This creates the foundation for the rise of AI 
powered search tools

https://medium.com/a-academic-librarians-thoughts-on-open-access/the-next-generation-discovery-citation-indexes-a-review-of-the-landscape-a-2020-i-afc7b23ceb32


Three ways "AI" will change 
search



The possible impact of AI on search and discovery​ (42 minutes)

https://www.youtube.com/watch?v=M3I7XOHY31k


What do we mean by "generative AI"?
• These days AI = Large Language Models (implemented by Neural 

nets with Transformer architecture)

• OpenAI's – GPT3.5, GPT4, GPT4-Turno
• Anthropic - Claude 3 Opus, Sonet, Haiku
• Google/Deep Mind – BERT*, T5*, Gemini Ultra, Gemini 1.5 pro
• Meta's – Llama 3 (opensource)
• AI2 - OLMo (Academic Open Language Model)

* Most of the list are decoder only models, BERT is encoder model 
and T5 is Encoder decoder model
** Some restrictions



Natural Language 
Understanding

Natural Language 
Generation*

Large Language Models (such as ChatGPT, BERT models)

For doubts about "understanding" see - On the Dangers of Stochastic Parrots: Can Language Models 
Be Too Big? & LLMs can't plan (..but they can help you in planning)

https://dl.acm.org/doi/10.1145/3442188.3445922


List of academic search engines that use Large 
Language models* 

https://musingsaboutlibrarianship.blogspot.com/p/list-of-academic-search-
engines-that.html

• Technically I 
list only 
academic 
search engines 
that use RAG 
for generation 
of answers



How do LLM's 
improve search (2023)

Current "standard" (2023) use

• Improved relevancy (through contextual embeddings)
• Extraction of information from papers (abstract and full-

text) to enhance search engine result pages
• Generation of direct answers (paragraph or two using RAG)

Things people working on

• Semi automation of systematic reviews (agent based)
• Intergration with Knowledge Graph
• Literature review generation (holy grail)



Generation of direct answer 
using Retrieval Augmented 
Generation



"Google can bring you back 100,000 answers, a 
librarian can bring you back the right one" –
Neil Gaiman

With RAG (retrieval augmented 
generation) - Scite.ai assistant and 
other search engines can too!



Other answers – Dimension Research GPT

Scispace

https://typeset.io/search?q=Can%20you%20use%20Google%20Scholar%20alone%20for%20systematic%20reviews?


Bing Chat (Copilot)



ChatGPT+



Many , Many more...

• Scopus AI
• Primo and 

Summon (coming 
2Q 2024)

• OpenRead
• ReadWonder
• Epslion

Primo Research Assistant – 2Q 2024 (on Roadmap)

https://safe.menlosecurity.com/https:/www.openread.academy/
https://app.readwonders.com/
https://www.epsilon-ai.com/


Retriever augmented generation (RAG) 

Idea : Let's ground the 
generated answer with 
evidence found via 
search of external 
sources (ie context)



ChatGPT (free) without search might make up references

[2307.04683] CORE-GPT: Combining Open Access research and large language models for 
credible  trustworthy question answering (arxiv org)

https://arxiv.org/abs/2307.04683


Retrieval augmented generation does not 
mean "no hallucination"



What does the research say?
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51.5% of generated sentences are fully 
supported by citations and only 74.5% of 
citations support their associated 
sentence. (Average of 4 search engines)

Liu, N. F., Zhang, T., & Liang, P. (2023). Evaluating verifiability 
in generative search engines. arXiv. 
http://arxiv.org/abs/2304.09848

Paper comparing Bing Chat, Perplexity, Youchat and NeevaAI

68.7% of generated sentences are fully 
supported by citations and only 89.5% of 
citations support their associated 
sentence. (Best of 4 search engines)



Trust in AI: Evaluating Scite, Elicit, Consensus, and 
Scopus AI for Generating Literature Reviews

https://library.hkust.edu.hk/sc/trust-ai-lit-rev/



Evidence RAG has problems

https://arxiv.org/pdf/2401.05856.pdf

Many things can go wrong



Many workarounds and solutions.. Active research area

https://arxiv.org/pdf/2312.10997.pdf​



Other 
thoughts 
on RAG 
generated 
summaries

Often does not find the important, seminal 
papers to summarise
• Because many tools like Elicit, SciSpace do not by default 

weight citations and just use topic relevance
• Some tools like scite assistant allow you to upload/select 

papers, select search strategies ued

Many generated summaries/answers lack 
coherence...
• Example "Paper A said this... Paper B said that"

May not be a big deal in academic search once 
people get used to it
• Accuracy will improve but academic search typically requires 

deep exploration not quick answers



Use of AI powered search 
in Evidence synthesis

• Elicit com or Elicit org (7) - 2022-2024
• SciSpace(4)- 2023-2024

• Scite (2)
• Perplexity.ai (1)
• Concensus.ai(1)

• Bing Chat (1)



Extraction of information from 
papers (abstract and full-text) to 
enhance search engine result pages







Is it really 98% accurate for data extraction?



Improved relevancy (through contextual 
embeddings)



History of information retrieval
2017 – "Attention is all 

you need" - Transformers 
invented

2018 - Bidirectional 
Encoder Representations 
from Transformers (BERT)

2019 – GPT invented

2020-2023 – First effective 
"Semantic search" appear 

using BERT/GPT

Early use of NN – RNNs etc



Semantic Search – The holy grail

• The system understands “meaning” and doesn’t just took at word by word (bag of 
words).

• E.g. It must be able to “understand”, “It is not raining” is closer to “it is sunny” 
and not “it is raining”

• Implies – can solve vocabulary mismatch problem (even typos)

• Not the name of a technology but describes what we want to do

• Current state of art involves using contextual embeddings from transformer 
models (BERT, GPT) to do semantic search



Some “Evidence” it works – simple 
embedding example

Similarity of “It is not raining” and “It is sunny” is 0.8151
Similarity of “It is not raining” and “It is raining” is 0.6417, which is lower despite matching more keywords
This embedding search “understands” the meaning of “not raining”! 



Two main types of search algos (not counting 
hybrids)
• Lexical/Keyword Search
• Bag of words
• Sparse embeddings/Represen

tation/Retrieval

• Semantic Search/ AI search
• Neural Information Retrieval 

(Neural IR/Search)
• Dense embeddings/Representat

ion/Retrieval

• Boolean
• TF-IDF/BM25 (probabilistic 

models)

• "Embedding based"/
"Vector search" eg ada002

• Bi-encoder/Cross-
encoder/COLBERT



Finding an article by throwing in full text of 
news story

https://www.mirror.co.uk/news/health/ovarian-cancer-risk-increases-7-
30444348

Hairdressers, beauticians and accountants could be at higher 
risk of developing ovarian cancer, a new study has found. 
Women working in sales, retail, clothing and construction 
industries may also have a heightened risk, according to 
research published in the journal Occupational and 
Environmental Medicine.
Exposure to agents, including talcum powder, ammonia, 
propellant gases, petrol and bleaches may also have an 
important role, the findings suggest. But the study authors 
said that "inferences from the results are limited" and more 
research is needed to examine the links between ovarian 
cancer risk and different occupations.

https://www.mirror.co.uk/news/health/ovarian-cancer-risk-increases-7-30444348
https://www.mirror.co.uk/all-about/ovarian-cancer


Elicit/Scitespace - throw in a long series of 
text



Elicit/Scitespace - throw in a long series of 
text



JSTOR experimental search



Google works too

Google search

https://www.google.com/search?q=Hairdressers%2C+beauticians+and+accountants+could+be+at+higher+risk+of+developing+ovarian+cancer%2C+a+new+study+has+found.+Women+working+in+sales%2C+retail%2C+clothing+and+construction+industries+may+also+have+a+heightened+risk%2C+according+to+research+published+in+the+journal+Occupational+and+Environmental+Medicine.+Exposure+to+agents%2C+including+talcum+powder%2C+ammonia%2C+propellant+gases%2C+petrol+and+bleaches+may+also+have+an+important+role%2C+the+findings+suggest.+But+the+study+authors+said+that+%22inferences+from+the+results+are+limited%22+and+more+research+is+needed+to+examine+the+links+between+ovarian+cancer+risk+and+different+occupations.+Researchers+led+by+academics+at+the+University+of+Montreal+in+Canada+examined+data+on+491+Canadian+women+with+ovarian+cancer+and+compared+it+with+987+women+without+the+disease&rlz=1C1YTUH_enSG1024SG1047&sourceid=chrome&ie=UTF-8


BERT models applied to Bing/Google in 2019

https://blog.google/products/search/search-language-understanding-bert/



But Google scholar fails



So how does "Semantic Search" 
vs Lexical search work?





Boolean represented as Term-Document 
matrix



TF-IDF

DF= Document frequency (raw) => If query term appears in N documents, DF = N

The more common a term is in documents, the less important it is, therefore we want to multiply Term frequency 
by INVERSE Document frequency

TF= Term frequency (raw) => If Query Term appears in document, N times, TF = N



Example of TF-IDF
• Query term = Singapore University
• N = 1000 document, 

• 30 Documents have the word Singapore so DF(Singapore) = 30
• 500 documents have the word University so DF(University) = 500

• Matching Singapore is more important because it is rarer than University
• N = 1000 documentsDocument D1 D2

TF (Singapore) 2 1

TF (University) 10 15

TF-IDF score = 2 * Log (1000/30) + 10 * Log (1000/500) 
= 10.12+ 10
= 20.12

= 1 * Log(1000/30) + 15 * Log (1000/500)
= 5.06+15
= 20.06

Note: I am using log base 2, but the base will not affect ordering of docs (natural log and base 10 
are also used commonly



TF-IDF alone does not imply Boolean!

Document D1 D3

TF (Singapore) 2 50

TF (University) 10 0

TF-IDF score = 2 * Log (1000/30) + 10 * Log (1000/500)
= 10.12+ 10
= 20.12

= 50 * Log(1000/30) + 0 * Log (1000/500)
= 76.1+0
= 50.59

D3 has higher TF-IDF score than D1 , even thought TF (University) = 0

Singapore University implies Singapore AND University?



Boolean + BM25 – in Elastic search

https://www.elastic.co/blog/how-to-improve-elasticsearch-search-
relevance-with-boolean-queries



BM25 - Evolution of TF-IDF – corrects for

• Term saturation – Compare Term frequency 1 vs 10 vs 100 vs 1000, 
does it make sense the relevancy score should scale linearly? –
Control this with K factor in formula

• Length of document – Longer documents have more words = more 
chance of matching query terms, we should adjust for it! Control this 
with b factor in formula



Lexical search – Boolean/TF-IDF/BM25 main 
issue

Almost all Lexical or Keyword based methods are "bag of word" methods 
– ie does not take into account order of words or context of words



Two Problem with 
lexical search

Words are tricky – Technical term = Vocabulary mismatch 
problem
• Polysemy (same word can have many diff word senses, e.g river 

“bank” vs financial “bank”)
• Synoymy (diff word can have same meaning, e.g. “car” vs 

“automobile”
• Jargon
• Spelling variations (UK vs US) - Morphological

Bag of words approach - doesn’t take into account order of words, 
that’s why we remove stopwords



Idea of vector 
space model

• Represent document as a vector 
(series of numbers)

• Represent query as a vector 
(series of numbers)

• Axis represent – Term frequency 
• Measure similarity of vector by 

angle size between vector

Hi

world



What if there 
are 3 terms?

D1 D2

Hi 2 2

Hello 6 3

World 2 0



What if there 
are >3 terms?

Dot product



What if there 
are >3 terms?

Cosine similarity



Cosine similarity 
range

Cosine similarity calculates the cosine of the angle 
between these two vectors to determine how similar 
they are.

• When two vectors overlap, cosine(0) = 1 => 
Maximum Similarity

• When two vectors are at 90 degree, Cosine (90) = 
0 => Minimum Similarity

• Term frequencies and document-specific 
weights, cannot be negative. Thus, in practice, for 
document similarity calculations using TF-IDF, the 
cosine similarity values you'll encounter will 
range from 0 to 1.



Boolean Term-document matrix = "Sparse"

• Lexical/Keyword techniques are also 
known as "Sparse" representations or 
embedding (explain later).

• "Sparse" because most cells in the 
table are zero.



Do you understand why these are called "Sparse" embeddings/representations?

Values in cells can be binary (1 or 0), word count (e.g Term frequency) or any type of weights (e.g. TF-IDF)



https://www.ai-contentlab.com/2023/05/introduction-to-vector-embedding.html

Neural search/Vector search/Semantic 
Search uses embeddings....

IDEA: Use neural 
networks to learn to 
represent words with 
string of numbers

You can specify the 
embedding to be fixed 
length of n numbers.



He won lottery he was happy

very

Prediction

Target Word

Context words
Context words

Rough idea of training

"a word is characterized by the company it 
keeps" (Firth)



Word2Vec (2013) - earlier embedding

• Represent docs and queries as 
embedding vectors (series of 
numbers)

• The values in the embeddings are 
learnt from neural nets instead of 
using statistical models like TF-IDF, 
BM25

• Otherwise similar concept, find 
similarity using cosine similarity



Word embedding in Word2vec make "sense"

MAN-KING+WOMAN = QUEEN



Word2vec and other static 
Embedding (2015s).e.g GLOVE, Fastext

Main weakness – static embedding – the embedding 
for “bank” is the same when used in two diff 
sentences

I am Swimming across river bank

I am depositing money in the bank



Attention mechanism from transformers 
(2017)…

Which words should “pay attention” to which words in a sentence? Use similarity (eg cosine similarity). In the 
first sentence, “river” and “bank” are very similar, so they should pay attention to each other.  In the second 
sentence, “money” and “bank” should pay attention.

https://cohere.com/blog/what-is-attention-in-language-models



The capital of is Phnom Penh

Cambodia

Prediction

Target Word

Context words Context words

Masked language model (simplified)



Bi-encoder

Find cosine similarity of query embedding vector and doc embedding vector



Some “Evidence” it works – simple 
embedding example

Similarity of “It is not raining” and “It is sunny” is 0.8151
Similarity of “It is not raining” and “It is raining” is 0.6417, which is lower despite matching more keywords
This embedding search “understands” the meaning of “not raining”! 



Cross-encoder

Distillation can be used, where 
cross-encoder “teaches” bi-
encoder



First stage retriever
BM25 or DPR (Bi-

encoder)
Reranker

Cross-encoderFirst 10k results Reranked 1000 results



Questions about 
semantic search

• Do results work better in natural 
language ?

• Are the results interpretable and 
predictable?

• Do we need to change the way 
we search??



Can we just use semantic search 
and throw away lexical search?



Can we throw away lexical search and just do 
biencoders+cross encoders?
• Probably not
• Bi-encoders are still slower than lexical search
• Lexical search are better at string and exact match search for out of 

domain (not trained strings)
• Semantic search work better for in-domain tasks 

https://arxiv.org/pdf/2112.05662.pdf


Lee Kuan Yew is the prime minister

Singapore

Prediction

Target Word

Context words

Reminder embedding depend on the text they are 
trained on.

Of

Embedding Trained on

Word2Vec Google News

bert-base-uncased English Wikipedia

OpenAI's Ada-002 GPT based

Allen institute for AI's SPECTER2 Academic content



Important : Dense embeddings are further 
trained on specifical labelled examples

A lot of different techniques to create such labelled examples, weakly supervised methods and different sampling 
strategies (e.g. selecting hard, very hard samples) – constrastive training

Up to recently, sparse embedding based on BM25 are not trained on labelled examples, this has changed in 2022-
2023, with new “learned sparse representations” e.g. SPLADE, SparseEmbed etc



Dense embedding methods work well on one 
test but how well do they do across many?

Now replaced by the even larger MTEB benchmark (see earlier)

https://arxiv.org/abs/2104.08663



BEIR – large benchmark, BM25 is hard to beat 
on average – only ColBERT wins on average

All dense embedding methods are poorer than BM25 on average across diverse tests. Only 
COLBERT and BM25+Cross encoder are better!



MTEB leaderboard

• Large benchmark of many test suites
• Allows you to know the performance of different embeddings for 

different NLP tasks.
• Some NLP tasks performances measured are

• Retrieval – Finding relevant articles
• Rerank – Reranking relevant articles
• STS (Semantic Text Similarity) – Scoring similar sentences
• Other NLP tasks- Summarization, Clustering, Translation, classification

E5 embedding chosen by Govtech for Hasnard search is one of the top5 embedding for retrieval! 

https://huggingface.co/spaces/mteb/leaderboard


Hybrid search is the way to go - example

https://nla-
overproof.projectcomputing.com/knnBlend?set=1994&embed
ding=ada-002&stxt=the%20fall%20of%20John%20Major



Trove test

https://journal.code4lib.org/articles/17443



Lexical vs semantic

• Searching for a specific name like "John Major" favours lexical 
search as it involves direct word matches with little semantic 
complexity.

• A search for a single word like "kamikaze" also favors lexical search as 
it's likely the searcher wants documents containing that exact word.

• A query like "train crash" may involve broader semantic 
interpretations such as railway accidents or specific types of crashes, 
indicating the potential benefit of semantic search



Lexical vs semantic

• For longer queries, there is more “semantic intent” that is really hard 
to represent fairly with simple keywords, even when attempting to 
automatically expand the search with keywords.

• For example - "the fall of John Major", may need to match articles 
that talk about the ousting or downfall or undoing or unravelling or 
humiliation or collapse of support for John Major

• Allows you to find docs with newer jargon like "Cyber attack"



Hybrid search is the way to go to retrieve pool 
of documents to rank

Eg BM25, TF-IDF

Eg BERT, GPT
Do multi-stage reranking 
(e.g. cross encoder)

Empirically, first stage retrievers using BM25 and reranking top 10k results with cross encoders do well, but it is 
probably better to hedge bets by using lexical AND Semantic/dense embedding methods to retrieve documents



Can we have more transparent 
search?



Bi-encoder = One embedding represent one 
doc is stored in index

1. Can one embedding represent 
a doc well enough? 

2. By representing the doc and 
query as individual 
embeddings and doing a 
similarity match, we are unable 
to see WHY the system thinks 
query and doc are similar 
because there is no token level 
information

Pooling is a 
way to 
average out 
multiple 
embeddings 
into one (see 
notebook for 
examples of 
different 
ways to pool) 

https://osanseviero.github.io/hackerllama/blog/posts/sentence_embeddings/


COLBERT – Each token in doc is stored as 
embedding in index



COLBERT hybrid



https://colbert.aiserv.cloud/



COLBERT is interpretable because you can 
trace embedding into token level



Improvements on sparse embedding using 
dense retrieval



SPLADE is interpretable!



Agent based search – Going 
beyond single search



Is this truly possible?



Elicit etc despite it's innovations is still 
following the Google Scholar paradigm
• Does one single, non-iterative search

• Not optimised for recall, but precision

• Assesses relevancy based on a score e.g. cosine similarity, BM25

• Must return results as fast as possible (less than 2s)



New agent based paradigm

• Does multiple, iterative searches
oDoes citation searching of papers

• Optimised for recall
o Instead of using cosine similarity etc, using GPT4 level LLM to reason over 

papers - "Is paper X, relevant to the query?"

• Takes longer time to return results
o>5 minutes



The tool is called undermind.ai = Semantic 
Scholar data + AI agent

My blog post explaining how Undermind.ai works

https://musingsaboutlibrarianship.blogspot.com/2024/04/undermindai-different-type-of-ai-agent.html?view=classic












How can information specialist adapt

• Study information retrieval formally

• Advocate for features and interface changes for users

• Test formally and with rigor new tools like Elicit and Undermind.ai



Questions??
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