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<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Full Form</th>
</tr>
</thead>
<tbody>
<tr>
<td>G-BA</td>
<td>Gemeinsamer Bundesausschuss (Federal Joint Committee)</td>
</tr>
<tr>
<td>SHI</td>
<td>Statutory Health Insurance</td>
</tr>
<tr>
<td>IQWiG</td>
<td>Institut für Qualität und Wirtschaftlichkeit im Gesundheitswesen (Institute for Quality and Efficiency in Health Care)</td>
</tr>
<tr>
<td>ISPOR</td>
<td>International Society for Pharmacoeconomics and Outcomes Research</td>
</tr>
<tr>
<td>MTC</td>
<td>Mixed Treatment Comparison</td>
</tr>
<tr>
<td>NYHA</td>
<td>New York Heart Association</td>
</tr>
<tr>
<td>RCT</td>
<td>Randomized Controlled Trial</td>
</tr>
<tr>
<td>ROC</td>
<td>Receiver Operating Characteristic</td>
</tr>
</tbody>
</table>
1 Background

High quality data on the health effects of a therapy are obtained from clinical trials, ideally randomized controlled trials (RCTs). These results are entered on the benefit side when assessing the relation of benefits to costs of an intervention. Economic data are not regularly collected in clinical trials. If this is done, however, these data alone are often not sufficient for a full and substantiated depiction of the costs of a health technology. Clinical trials seldom provide information on the long-term economic consequences associated with the introduction of a new technology. In addition, they do not always adequately and comprehensively reflect all cost aspects relevant to the German health care setting [1,2]. Moreover, protocol-induced resource consumption in clinical trials may bias cost estimation. For these reasons, the modelling of the economic effects of a health technology is an essential component in health economic evaluation.

If the medical benefit assessment carried out before the economic evaluation is followed by modelling, modelling techniques can be introduced for the estimation of both costs and health consequences. This could be the case if the health technologies to be compared have a simultaneous effect on several aspects of health, which then have to be combined in a comprehensive score (e.g. quality-adjusted life years or other aggregating measures), or the medical benefit has to be transformed in order to be plotted on a cardinal scale. In addition, modelling permits predictions to be made as to how the effects observed in clinical trials would appear under different conditions and time perspectives. Prognostic adjustments can then be made. Given that any prognosis is associated with large uncertainty, it must be ensured that no “new” benefit is created, e.g. by the inclusion of additional outcomes or by reversing the results of included clinical trials.
2 Definition of the term “model”

Several definitions have been offered for the term “model” as applied in the context of health care. Models are analytic tools used to understand real-world systems, estimate outcomes for a given set of inputs and examine the effects of changes to the system being modelled [3]. In effect, any evaluation that extends beyond direct application of observed data can be considered a model [4]. To a certain extent even the statistical analysis of data involves aspects of modelling, for example in the case of meta-analyses of clinical trials. It is understood that models cannot represent reality perfectly: they are based on a reduced set of components and require simplifying assumptions [5]. Nevertheless, it is crucial that the model be valid in the sense that it sufficiently reflects the system it represents.

ISPOR (the International Society for Pharmacoeconomics and Outcomes Research) defines modelling as “an analytic methodology that accounts for events over time and across populations, that is based on data drawn from primary and/or secondary sources and whose purpose is to estimate the effects of an intervention on valued health consequences and costs” [6]. A recent publication on modelling techniques adopts a similar definition: “a formal quantified comparison of health technologies synthesizing sources of evidence on costs and benefits” [7]. Both definitions are compatible with the requirements of health economic evaluations conducted by the Institute for Quality and Efficiency in Health Care (Institut für Qualität und Wirtschaftlichkeit im Gesundheitswesen, IQWiG).
3 Aim of health economic modelling

The aim of health economic modelling is to generate expected values for the clinical and economic effects of therapeutic alternatives. Modelling within a health economic evaluation conducted by IQWIG hereby provides information regarding the efficiency of an intervention, which is needed to define a maximum reimbursable price [8]. This working paper gives recommendations on how to develop a model, select a modelling technique, account for uncertainty and variability, and how to validate the model. In addition, the way in which modelling studies and their underlying assumptions have to be documented and described is depicted.

Although in principle IQWiG can be requested to assess various types of health technologies (e.g. preventive, diagnostic and therapeutic procedures), the main focus of this working paper is on technical aspects in modelling therapeutic procedures.
4 Process for developing a model

The process to follow in model development and in selecting the modelling technique, as well as validation, analysis and reporting, is outlined in this working paper. Briefly, the recommended steps involved in model development are as follows:

1. Define the research question(s) that the model will be expected to address. This includes:
   a. What therapeutic options are assessed?
   b. What population(s) is (are) relevant to the analysis?
   c. What are the relevant cost categories associated with the therapeutic area and the interventions evaluated?

2. Develop an influence diagram, which graphically represents the factors that might have an influence on the research question(s) to be modelled and which shows possible associations between these factors [6].

3. Closely related to the development of the influence diagram is the specification of the model concept that serves as the design plan for the model. The model concept should illustrate how the health effects of the evaluated therapeutic options are linked to concrete health outcomes and resource use, and how they are projected over the time horizon of the model. In addition, the concept should explain how interconnections in the influence diagram will be dealt with, and provide justification for these choices. The model concept will determine the choice of modelling technique appropriate to answer the research question(s) (and not the reverse – i.e. the modelling technique should not be established first).

4. Data to populate the model should be systematically searched for only after the model concept has been established. It is not good practice to design the model around the available data, instead the model should be derived from the influence diagram and the model concept. If the systematic data search does not provide cost data for specific aspects of care, supplementary targeted data collection or primary data acquisition should be considered. This may be done through observational studies or by a targeted analysis/interpretation of existing registries or databases that originally collected data for other purposes (see Section 8.2.4)

5. Assessment, and possibly collection of additional data is followed by development of the functional relationships that form the core of the model. The type of relationships to be quantified will be determined by data availability and modelling technique selected. It is essential that these mathematical relationships be fully documented. In the case of de novo equations (e.g. derived from statistical regression modelling), documentation of their development is required.
6. The modelling technique that will be used to structure the model should be chosen concurrently with development of the functional relationships, as these activities are closely interrelated. The main criterion for selecting a technique should be whether it is suitable for implementing the application of the model concept as designed [9].

7. Implementation and programming of the model should only proceed upon validation of the model concept, selection of data, development of functional relations to be used and choice of modelling technique.

8. During implementation, technical validation should already be in progress. This is completed, along with face validation, upon finalization of the programming.

9. After the validation of a model is completed, an analysis of the relevant therapeutic options and target populations can be performed. These analyses must cover the most likely scenarios and address uncertainty in the input parameters or in the model structure [10].

10. The report on modelling should encompass all the procedural steps described above and summarize the results thereof. Reports must be accompanied by a fully functional and accessible electronic model. In order to ensure transparency and encourage confidence in its integrity, the model must be made publicly available.

Developing a valid model is a substantial task and, as such, the use of previously validated models is encouraged (see Section 12). IQWiG will retain a bank of models developed under its purview, which can be used for further economic evaluations. Nevertheless, modifications and updating of existing models will be required.
5 Influence diagrams

5.1 Definition and purpose

Influence diagrams are being increasingly used for the development of economic models [11]. An influence diagram graphically depicts the essential relationships of the model. It displays the factors that have or might have an influence on (the) research question(s) to be modelled. The diagram thus enables all interested parties to understand the modeller’s idea and enables them to submit recommendations for changes without having an understanding of the actual technical aspects.

Despite its name the influence diagram does not per se show causal associations; rather it reveals the relationship between factors without necessarily having to take into account any stochastic interdependence among them.

5.2 Components

The influence diagram must include all important features of the disease being modelled and the relationships among these, including:

- Patient characteristics
- Pathophysiologic processes and clinical course of the disease
- Treatment and disease management
- Effects of an intervention

These components are typically depicted by oval shapes, and the relationships between them by using arrow connectors with the arrowhead indicating the direction of the relationship (without necessarily indicating causality).

An explanation of the components and connections in the influence diagram should be provided in a written document accompanying the diagram. In this document, each component (i.e. oval shape) and connection is explained. The rationale for omitting connections that might have been included should also be given.
6 Model concept

6.1 Definition and purpose

The model concept depicts accurately and in detail the analytic structure and the approach of the model. It is based on the influence diagram and provides the intended design in much greater depth.

Defining the model concept is a critical step in model development and should therefore be well documented and described. The model concept should increase the understanding and substantiate the validity of the later model. Its purpose is to clarify how the disease area being modelled and the effects of the interventions are understood and assessed. All assumptions about relationships between model components should be explicitly mentioned. As even the most sophisticated models are simplifications of reality, with required assumptions and limitations on what can be included [10,12], it is only by clearly specifying the concept that the model’s validity and utility can be properly understood.

6.2 Components

Specifying the model concept should take into consideration the following elements:

- What clinical events are to be included and what influences their occurrence?
  - Can these events recur? What influences the risk of recurrence?
  - Does the occurrence of an event influence the likelihood or timing of subsequent events?
  - Does the severity of events needs to be evaluated?

- Which conditions are to be considered?
  - Do the conditions sufficiently describe the clinical spectrum of the disease?
  - Are they sufficient to differentiate patient groups according to health status, health-related quality of life, and costs?
  - Do they sufficiently capture the patient’s history and experience?

- How does the patient-relevant, additional therapeutic benefit of the intervention(s), as determined by IQWiG, influence the natural course of the disease?
  - Are events delayed or averted altogether and/or is their severity reduced?
○ What are the underlying mechanisms and assumptions which determine how the intervention affects the natural course of the disease?

○ What assumptions are made on long-term effectiveness of the interventions, and on consequences of treatment delays or discontinuation?

• How does the behaviour of patients/providers influence outcomes?

○ How important is the patients’/medical providers’ adherence to a therapeutic regimen and how does this influence future medical decisions?

○ Is interaction between patients relevant, as it would be, for example, in the case of acute infectious diseases?

• How are costs influenced by patient management, patient history, patient behaviour, and the timing and severity of complications?

6.3 Validation

Models should be “consistent both with a coherent theory of the health condition being modelled and with available evidence regarding causal linkages between variables” [6]. Thus, finalization of the core model concept cannot proceed without validation.

In order to validate a model concept, it is important to include full documentation of the information used to define the model concept and the hypothesized linkages.

It is also helpful to compare the concept with that of relevant existing models (i.e. cross-model validation). This comparison should include a description and justification of any deviations from concepts normally applied in the disease and therapeutic areas in question.

Given the uneven quality and the lack of a “gold standard” for the components of a “good model”, concordance with published models can be insufficient [13]. It is crucial that models must make sense to people (e.g. acknowledged experts, clinicians, patients and their families) with knowledge of the disease [14]. Validation of the model concept, therefore, must involve appropriate experts including individuals familiar with the therapeutic areas being modelled.
7 Features of the model

To be considered appropriate for IQWiG purposes, models for the assessment of benefits and costs of a technology as compared to therapy alternatives must conform to a minimum set of requirements. This section outlines those requirements, though it should be noted that the quality of models is not based on features alone, but also on peer reviewing, which is possible by providing fully accessible models.

7.1 Appropriate depth

The models developed by IQWiG have to show the costs and benefits generated by a specific health technology in comparison to alternative technologies used for the indication under consideration. This requires the following information:

- Precise definition and differentiation of the additional health benefit that is realized with the intervention.

- If possible, all relevant aspects of the disease and its treatment should be captured. This will most likely have an impact on the cost or benefit components of the model, for example in the following areas:
  - Demography
  - Epidemiology
  - Specific treatment patterns
  - Adherence to treatment.

Where sufficient data are not available to incorporate these features, it is essential to explore the possible impact on cost-benefit estimates of reasonable ranges of values for the missing information.

7.2 Perspective

The primary perspective of the analysis should be that of the community of Statutory Health Insurance (SHI) insurants. This is not identical to the perspective of the SHI itself, as it includes resources of patients.

If possible, cost results should be reported in aggregated as well as in completely disaggregated form. A comprehensive description of cost components is provided in the working paper “Cost Estimation”.

7.3 Time horizon

The cost-effectiveness of interventions should be separately modelled for at least two treatment scenarios:

- First scenario: treatment lasts as long as it did in the trials (usually RCTs) based on which treatment benefits were assessed. This permits a parallel validation of the model through existing clinical trial data.
- Second scenario: treatment duration extends beyond the duration of existing clinical trial data, if this is relevant to the decision maker.

7.4 Discounting

All costs and benefits used in the model must be reported at their properly discounted value. The sensitivity analysis should cover a broad range of discount rates to investigate the effect of discounting on the intervention’s net cost and health effects. Discount rates will be set by IQWiG and updated if necessary. Detailed information on discounting costs and benefits is provided in the main methods paper [15] as well as in the working paper “Cost Estimation” [16].
8 Assessment of data

The available data should be systematically collated, and their quality and relevance as a model input should be investigated with particular consideration of its risk functions. Evidence hierarchies, which are used to classify the validity of evidence from different types of studies, are also applied in health economic studies [17]. This is a reasonable approach with respect to evidence on data on benefit [18], but not always with respect to cost data. Randomized controlled clinical trials often do not comprehensively capture the specific cost-relevant aspects of care [17]. For cost information, controlled prospective studies are superior to retrospective studies. However, a retrospectively created database cohort or a case control approach may also be helpful in the collection of cost data. Given that non-randomized studies do not per se adequately reflect the cost-relevant aspects of health care processes, they likewise have to be cautiously assessed with regard to the appropriateness of the information provided.

Typically, data will be drawn from several sources, including trials on treatment effects, cohort studies that investigate specific parameters and risk factors related to the natural course of the disease and the associated life expectancy, trans-sectional surveys collecting quality of life data, registry data on resource use and costs as well as automated databases or compiled statistics. Assumptions based on expert opinion should be avoided, as they are rarely accurate enough to be used when other sources of evidence are not available. An important criterion for the studies is the transferability of results to the German context. Due to the differences between systems, transferring cost data from other health systems is seldom possible and, if done, then only under stringent conditions [3,19].

The rationale behind the selection of specific data sources should be documented, especially for the key parameters which may have a substantial impact on the model results. Details of the data processing methods which are used to develop the required inputs, functions or distributions of parameters must be provided [13,20,21].

8.1 Objectives

In order to verify the available data, the following steps have to be taken:

• review its quality and assess its relevance to the specified model objectives,
• identify any data gaps for which assumptions will be appropriate, and
• apply a suitable method to process the data in order to develop reliable effect estimates.
8.2 Potential sources

8.2.1 Clinical trials

IQWiG assesses the benefit of an intervention based on patient-relevant outcomes from clinical trials, especially with respect to the outcomes mortality, morbidity and health-related quality of life as well as valid surrogate parameters. Criteria, with which valid surrogates must comply, are described in IQWiG’s General Methods [18]. The patient-relevant beneficial effects of preventive, diagnostic and therapeutic interventions are determined in IQWiG’s benefit assessments based on data from RCTs.

The model may use inputs that are based on individual trials or on pooled trial datasets like a meta-analysis of reported study results. At the time of review of reimbursement for a new product, it is often the case that only relatively small and short-term efficacy trials have been completed. The duration of these efficacy trials may be insufficient to detect significant differences on the cost side. This tends to be a major limitation of economic evaluations because the latter need to reflect treatment practices in health care that may extend to broader time horizons than the ones reflected in efficacy trials [22-24].

Meta-analyses of trials are often used to mathematically summarize the treatment effects of individual trials. Head-to-head comparisons of each treatment are not always available, so that indirect comparisons have to be included to ensure that all the pertinent treatments are considered. Appropriate methods should be used to derive these indirect estimates of treatment effects [25-27]. The mixed treatment comparison (MTC) meta-analysis is preferably used in these cases. In MTC meta-analysis, direct and indirect evidence are combined to estimate treatment effects [28-34].

As data on cost-relevant aspects of health care are often not comprehensively captured in clinical trials, the use of data from these clinical trials to estimate costs may be misleading. On the other hand, protocol-induced costs can be incurred, which are not to be included in a health economic evaluation [1,2]. If data are extracted from multicentre or international clinical studies, it should be verified that the treatment patterns observed in these trials adequately reflect context-specific resource consumption in Germany. Country-specific differences, e.g. with respect to the choice of comparators or with respect to the compliance of patients/providers, could have a confounding effect on any cost estimation [22-24]. In addition, epidemiological parameters that influence cost estimation can considerably vary between countries [19]. Therefore, any data extracted from such studies cannot be transferred to the German context without further analysis [3,35-37].

Given these data limitations or if cost data are unavailable from clinical trials, the use of alternative data sources for the estimation of resource use, e.g. from observational studies, may be considered. Due to their importance for model results, all data sources that are used to estimate resource consumption should be described and well justified.
All steps in the transformation of data from the benefit assessment to a form that is fed into the health economic model should also be described and any adaptations in the data should be made transparent.

**8.2.2 Epidemiological studies**

Data from observational studies are sometimes necessary to enlarge or extrapolate clinical trial data and to facilitate modelling beyond the time horizon of the underlying RCT(s). For many diseases it takes years or decades until the final health outcomes become manifest. In such cases, it is common to assess intermediate clinical outcomes that serve as surrogates for the final patient-relevant outcomes, such as long-term morbidity and mortality [8].

The interpretation of predictive functions and the validity of transferring established risk functions to the modelled population, as well as any adjustments made, have to be explained and justified. Reasons for the use of data from observational studies should be stated. Details must be provided on the statistical methods applied and on any analyses which are performed to develop appropriate estimates for incorporation into the model. The validity of the assumption that these functions or estimates can be applied to the German population and thus used for the model needs to be addressed and any modifications explained.

**8.2.3 Automatically generated databases**

Automated claims databases can provide details of health care resource use by a large number of patients in real-life practice. They are thus a useful data source when the diagnostic codes employed by the database are sufficient to specify the relevant patient population. This may be problematic if the definition of the population includes clinical findings, laboratory results, patient characteristics other than age and gender or other parameters that are not typically encoded in such databases. Data on claims for medications can also provide information on real-world treatment paths, switching, adherence to treatments (at least regarding obtaining a prescription if not regarding the actual utilization of medications), and persistence, and thus can be utilized in the cost determination.

As many factors can impact on prescribing practices, including local reimbursement conditions, product launch dates, and even delays in publishing data, the relevance of a given database to a specific model has to be assessed. Although a given database may be useful for quantifying resource use patterns for a given condition, caution must be exercised in comparative analyses, as there may be severe confounding when patients are not randomly assigned to treatments [20].

**8.2.4 Registries**

Patient registries are observational studies that systematically collect a reduced set of data from large numbers of patients managed in the routine care setting. As the data are usually
collected in the regular care setting, they provide a good representation of current clinical practice.

A well-designed registry can be a valuable source of data for a model. It can support analyses to develop many of the required predictive functions describing the association between clinical events and resource use, quality of care, work days missed, etc.

Assessments of the value of data from a registry should include evaluating its relevance, taking account of the registry objectives, design, patient population(s), and conduct, in order to confirm the quality and completeness of the data collected (for example, by checking for the proportion of missing data on important variables and understanding how these were handled and reported) [38]. The analyses undertaken to develop functions and estimates that are in a form appropriate for inclusion in the model must be detailed. Additionally, appropriate access to the registry must be provided in terms of quality control.

### 8.2.5 Compiled statistics

Compiled statistics are health statistics compiled by governments from various sources such as a census or survey. These sources might provide relevant data on demographics (e.g. age, sex) as well as health-relevant behaviour and risk factors (e.g. weight, smoker/non-smoker) [39]. Compiled statistics are often used to estimate mortality for causes other than those of interest in the model (e.g. the Human Mortality Database [40]). Any sources of compiled data used in the model must be provided and assessed in terms of quality and relevance to ensure that they are appropriate, reasonably up-to-date, and complete.

### 8.2.6 Expert opinion

Expert opinion, focus groups and consensus panels may be used in modelling studies, but only to establish the model structure and to support the assumptions on which the influence diagram and the model concept are based. If no data are available, a pragmatic approach may be taken in health economic studies and evidence replaced by expert opinions [13,21,41]. However, this can be considered a methodological flaw [42]. This source of information is almost never appropriate for actual input values and for the development of functional relations [20,43-45].

Expert opinion may be considered valuable if the complete process of patient management is to be documented. Experts can facilitate the transfer of data on resource use between countries, if equivalent data are not available in their own country. The justification for using expert opinions and a description of how they were gathered must be included in the model report [43]. The variability in the opinions obtained must be reflected [13,43,45,46].
9 Functional relations

9.1 Definition

A functional relation is an equation relating a response variable to its determinants, that is, to variables that are correlated or associated with the response. The covariates (determinants) will typically include patient characteristics and time. These functional relations are derived from the data sources used to support the model by employing appropriate statistical techniques. Alternatively, published equations may be used if they are suitable for the population modelled. This section describes different types of relations and statistical techniques suitable for their derivation.

9.2 Purpose

Functional relations should be specified to reflect the relationships depicted in the influence diagram of the model. In other words, these equations should be used to ensure that parameters in the economic model that were felt to be associated are appropriately linked, so that a change in one parameter is reflected by a change in the other (here termed "effect" without necessarily implying causality). Ignoring relationships between parameters, or equivalently, omitting important factors from the functional relations specified in the model, leads to an averaging of the effect (on the response variable) over levels or values of the omitted factors. Incorporating correlates of effect and costs parameters yields more precise estimates, thus reducing the uncertainty of the economic results [47-49].

9.3 General concepts

Functional relations are particularly important in simulation-based economic evaluations as they control the simulation. Multiple regression techniques and other methods, e.g. survival analysis, can be used to estimate the parameters for these functional relations [50-55].

Functional relationships should be specified to relate benefit and cost parameters to patients’ characteristics, treatment, time and other factors that may be of importance. At its simplest, the effect parameters would be related to the single determinants of interest only: thus, when addressing the intervention, these would yield “average” responses for the intervention and for any alternative under consideration. Including patient characteristics that are associated with the response variables, on the other hand, allows patient-specific predictions of changes in the affected parameter. This framework also allows the integration of subgroup effects through the inclusion of interaction terms. Resource use can be modelled similarly to capture variations among patient types; for instance, older patients or those with more severe illness may incur greater costs. However, the statistical properties of resource use data (right-skewed distribution of costs data) need to be handled very carefully when modelling [56].
If input variables are associated, the functional relation between these variables should be integrated into the model. For example, large reductions in hospitalization can be accompanied by large increases in home care services and vice versa. In addition, risk factors correlate frequently. For instance, weight may be associated with the patients’ sex as severity of illness may be with patient characteristics. To capture these correlations in modelling, the Cholesky decomposition method (for multivariate normal distributions) or bootstrapping methods that account for correlations between variables can be applied [50].

Continuous variables can mostly be modelled with linear regression techniques. However, this is not always the case for cost data, which tend to have a (highly) skewed distribution. Log transformations or alternative models based on gamma distributions should be considered [47,57,58]. When the asymmetry in costs is caused by an excess number of patients with no costs, a two-step approach is appropriate, in which the probability of incurring any cost at all is modelled first, followed by analysis of the magnitude of the costs for patients incurring expenses [59].

If data are collected at different locations/study centres, it is important to analyse the influence of the location on both the effect and cost parameters [47,58,60]. Potential bias must be controlled by using appropriate techniques [58,61-63].

Evidence supporting the validity of the functional relations used in the economic model should be presented. This should include a description of all the assumptions and decisions made in developing the equations. To show that data sources were adequate to be used in the conducted analyses, sufficient information should also be provided about them.

When developing a prediction equation various strategies may be used to select variables. These include automated selection procedures (forward, backward, stepwise selection), or manual selection of variables based on statistical significance, or variables based on prior clinical knowledge about the relationships being examined. In accordance with its methods (Allgemeine Methoden 1.0) IQWiG recommends backward selection [18]. As complete absence of clinical knowledge about the relationships is extremely rare, it is recommended that prior clinical knowledge is taken into account in any model building procedure. In any case, the approach used to select the variables for each equation should be described and justified.

Explicit information should also be included about the criteria used in selecting the appropriate form of equations. For instance, in the case of a linear equation the underlying assumption can be that the criteria may be to maximize explained variability. In logistic and survival analyses, predictive functions may be evaluated in terms of their discriminating power. Measures such as the c-index or receiver operating characteristic (ROC) curves can be used [51].

The assumptions underlying the functional relations should be presented, along with approaches used to ensure that the assumptions are “valid”. The goodness-of-fit of chosen
regression models should be investigated and described by means of common procedures [51,64]. When developing causal functions, the assumptions on the existence and direction of causal associations should be explicitly stated using causal graphs [65].
10 Modelling techniques

A number of modelling techniques such as decision trees, Markov state-transition models, discrete event simulation (DES), agent-based simulation, transmission models, and others are available and have been applied in health economic evaluations [4,7,12,66-70].

The description of modelling techniques given in the following sections is by no means exhaustive, but covers the most commonly used techniques in health economics. For additional literature, readers are referred to Brennan’s taxonomy of model structures [7], Koopman’s examination of infectious disease models [71], and Stahl’s overview and guide on modelling methods [69].

10.1 Choice of modelling technique

It is vital that no specific modelling technique is chosen in advance. Hence, IQWiG has no a priori preference for a particular modelling technique. The choice of appropriate modelling technique depends on the research question posed by the Federal Joint Committee (G-BA) and commissioned to IQWiG. The properties of the evaluated technology as well as the characteristics of the disease and the setting are further criteria for the choice of a modelling technique. The proper process to develop an efficient model that addresses the relevant problems is to specify and fully understand the model concept first. Also, the available data and functional relations have to be assessed before a modelling technique can be chosen. The modelling technique selected by IQWiG for a specific research project will be described in the respective preliminary report plans and put forward for discussion.

Ultimately, the choice of a technique will be influenced by a number of factors, but the guiding principle remains that the economic model should adequately answer the research questions being posed. Simplicity of design for the sake of minimizing process and analysis time, or to make the model understandable to lay persons, is not recommended. Equally unacceptable is the selection of a modelling technique purely on the grounds of familiarity. With adequate documentation, even “complex” models can be fully transparent. Increased computer processing capabilities and more up-to-date variance-reduction techniques ensure that time and computing requirements to run complex models are decreasing [9,70,72,73]. If the choice of a technique leads to modification of the model concept, the choice might be wrong [5,74].

10.2 Aspects in the choice of modelling technique

Although many characteristics of models could be considered in defining the choices to be made [7], there are two aspects that are particularly important for health economic evaluations. The first aspect is the level at which the population is modelled (cohort versus individual level). The second aspect is the form in which the course of a disease is presented (state transition simulation versus event simulation).
10.2.1 Cohort versus individual models

Broadly speaking, models can be divided into those that address individual patients and those that do not distinguish individuals, instead using a cohort approach. Cohort models aggregate the individuals into a group which becomes the unit of analysis. Over time this group “breaks up” into pre-defined subgroups according to the events being modelled. The initial group is defined by a single set of characteristics (e.g. age, gender, disease). The subsequent subgroups are also defined based on their own set of characteristics (e.g. new stage of disease). Individual models consider the experience of each patient individually, even if they report results at the level of the entire population. Each individual has unique characteristics, on the basis of which their individual course is modelled. Although these individual models typically require more data, computing power, and running times [70,72] this does not necessarily mean that they are more difficult to fill with data and more difficult to understand.

Cohort models are the most common technique used in health economics today [12,75]. The individual simulation (often termed “micro-simulation”), once nearly unheard of in health economic evaluations, has become more prominent in recent years [70,72]. Even though there is resistance to its use [76], it is widely accepted that in many situations individual-level simulation can provide more flexibility and accuracy. Also, micro-simulation models can be used for a wider range of health care questions. On the other hand, if the individual patient characteristics and their heterogeneity in the target population are not of great relevance to the decision problem, cohort simulation may be sufficient to answer the research question [4,7,9,50,68,70,72,77,78].

For IQWiG health economic evaluations, the choice of cohort simulation versus individual-level simulation must be carefully justified. If a cohort technique is employed, it must be demonstrated that the choice of a cohort approach did not inappropriately modify the model concept and that it does not introduce distortions that represent significant departures from reality. If an individual-level simulation is employed, it must be demonstrated that appropriate distributions and covariance matrices have been used for the individual model parameters and that the assumptions on these distributions are not unrealistic simplifications of reality.

10.2.2 Event-based versus state transition-based simulation

The most commonly used technique in modelling in general is one that considers the events that can happen in a discrete event simulation [79] or related techniques [80]. In health economic evaluations, however, the state-transition concept (Markov modelling) is far more prevalent [75]. Markov models were introduced in health care evaluation in the early 1980s [81] and have a long history of use in health care decision making [82].

In a Markov model, the population moves through several (mutually exclusive) health states in specified time intervals (Markov cycles). During this process, health outcomes and costs are accumulated and can be compared between the interventions of interest [83]. The
The technique of Markov modelling is described in detail in section 10.3.3 including its most relevant advantages and disadvantages.

In contrast to the state transition-based models, event-based simulation [79] conceptualizes reality in terms of the events that can occur. This type of simulation allows for a representation of the natural course of a disease, treatment patterns, compliance with treatments, and other relevant factors. As time is both explicit and continuous, and events to be modelled can be anything that happens in reality and occurring in any order with no a priori restrictions, the experience of patients can be captured very accurately. The technique of discrete event simulation is described in section 10.3.2 in more detail.

Event-based models are powerful tools, which are currently still under-used in health economics. Given the flexibility and realism of event-based simulations, it is recommended that these should be given equal consideration for use in IQWiG’s health economic evaluations. If an individual, for instance, were to experience a stroke event, an admission to hospital event, and a death event within a single day, and this sequence were to be captured by the model, an event-based approach might be the best choice, as it allows for more accurate application of costs [72].

The choice in favour of the state-based instead of the event-based modelling approach must be justified and it should be shown that the choice of a particular technique does not inappropriately modify the model concept or introduce unacceptable distortions of reality.

10.3 Techniques

10.3.1 Decision trees

A decision tree is a visual representation of all the investigated technology options and the consequences that may follow each one [84]. Each intervention is followed by branches representing the possible consequences with their respective probabilities. Probabilities may depend not only on the intervention but also on patient characteristics. At the end of the tree, each path leads to an outcome, for example, the alternative outcomes of a clinical trial. For each of the therapeutic alternatives, the expected value of the clinical and economic consequences can be calculated as a weighted average of all possible consequences, applying the path probabilities as weights. Decision trees work well for very simple decision problems, where there is limited repetition of relevant events and a limited and fixed time horizon is analysed. Decision trees can be calculated either with cohort simulation or with patient-level simulation.

10.3.2 Discrete event simulation

In the area of health economics, the use of discrete event simulation has become more prominent in recent years [4,67,69,72,77,85]. Nevertheless, the basic approach to discrete
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Event simulation is well covered in the non-medical literature [86-94]. Due to the growing importance of this technique in health economic evaluations, a full description of it is provided in this section, and its advantages and disadvantages are highlighted compared to the state transition-based techniques.

Discrete event simulation operates at the level of individual entities which are the objects that will experience the events considered in the model. There can be many kinds of such objects in a discrete event simulation, and the entities may even change type during the simulation. In health economic models, a nearly universal type of entity is the patient, but the basic entity could also be defined at the level of organs in a more detailed model. Other common entities are health professionals, caregivers and even inanimate objects. Entities are created and assigned a type at any point in the simulation via an “entry event”. In health economic evaluations, it is customary to create all entities at the beginning of the simulation but this does not necessarily have to be the case. Entities can enter the simulation later due to incidence, births, immigration and other such mechanisms. Entities stay in the simulation (even if nothing is happening to them) until an “exit event” occurs at which point they leave the simulation. Although death is the most common type of “end event”, entities may leave for other reasons such as end of their time horizon, loss of the indication, emigration or similar.

Entities are individualized by assigning specific values to their attributes. All entities share a common set of attributes (e.g. all would have an “age” if that attribute was part of a given model) but individual entities are assigned their own unique value for each attribute. These individual characteristics are updated throughout the course of the simulation, due to the natural flow of time, or to events that the entity experiences (e.g. medical complications, medical consultations), or due to other events affecting the entire system (e.g. a change in reimbursement, introduction of a new process) or even to the experiences of other entities (e.g. death of a caregiver). Aspects of the history of each individual can be retained as attributes if they affect the occurrence of subsequent events and decisions about management, or other attributes and any other aspect modelled. These attribute values are accessible to the model and can be output for display or further analysis. Needless to say, heterogeneity in the population, treatment effect, and outcomes can be incorporated readily into the simulation as the attributes are individual.

In a discrete event simulation, time is explicitly modelled and it runs continuously as it does in reality. This means that the timing of events is unrestricted – they can even occur simultaneously (within the same day, for example) and competing risks can be properly applied. There is no need for “half-cycle” corrections or other procedures to reduce the error introduced by fixed time cycles. It also enables the analyst to appropriately implement any time dependencies that exist and to keep track of the timing of events, the duration of conditions and so on. Delays – both planned (e.g. one day in hospital for a procedure) or unplanned (e.g. waiting for a bed to be available) – can be incorporated.
A particular strength of discrete event simulations is that resources are also modelled explicitly. They are considered special events where a resource is used. These resources can be people (e.g. medical practitioners, nursing staff, other health professionals), goods (e.g. drugs, intravenous equipment), organs (e.g. liver transplants), space (e.g. hospital bed) or other aspects that are conceptualized as a resource. The resources have unit costs which can be specified per “use”, per hour, and so on. In addition, these costs can be time-specific (e.g. more expensive during out-of-hours); even the costs of inactive time can be specified. Resources also denote units of capacity such as the number of physicians within a region or the number of beds in an intensive care unit). Thus, a type of resource can become a “bottleneck”, creating queues as individuals who need the resource wait for it. If such resource limitations are a relevant feature of the decision problem in an IQWiG evaluation, it is recommended to choose a discrete event simulation rather than a Markov model.

Another advantage of discrete event simulation is that individuals may interact with each other [4,7,89]. For example, discrete event simulation can be integrated in a model, with individual entities “competing” for those resources, and queuing up to use a resource. In health care, where constrained resources are ubiquitous, assessing how new interventions might free up limited resources can be critical. Other examples include changes in behaviour. For example, as medical practitioners gain experience with a health technology and see more patients, their efficiency and subsequent treatment patterns for new patients may be influenced by their experience with previous patients. Finally, in the area of infectious diseases, where transmission of infections is a direct function of the infectious status of the individuals in the community, the ability to specify interactions and infection rules between entities is highly pertinent (see Section 10.3.5).

Discrete event simulations as well as individual-level Markov models (Section 10.3.3) use different types of functional relationships, which are mathematically captured. A discrete event simulation uses distributions like the exponential, Weibull, beta or gamma distributions, as well as others, in order to represent variability e.g. in inputs and event times. Together, these create the stochastic behaviour of the model. Random numbers must be generated by advanced algorithms that ensure sufficient “randomness” in the sequence.

Given the stochastic nature of discrete event simulation, any single run of the model may yield results that are far from typical. Thus, it is important to replicate the runs many times. Each replication uses a different set of random numbers and thus all the processes that use random numbers, including the creation of the population and all of its experiences are unique. This yields a different set of results for each replication. Over many such replications, the result values will tend towards their “average”, providing a more stable estimate of the results. A common question is “How many replications are needed?” There is no single answer to this question as it depends on the variability in the model, the patients, and so on. The best way to check this is empirical: examine the standard deviations of the critical results between replications. When the width is acceptable, there have been enough replications.
While it is possible to program discrete event simulations to act like cohort models – a temptation when data are limited – the technique’s flexibility allows for the simultaneous specification of multiple levels of complexity within the same model. In cases where data are scarce, the same model can be run with a simple set of inputs (e.g. by using the average treatment effect instead of sampling from a distribution of treatment effects), but also in more sophisticated scenarios. This allows the analyst to address how the results might change if more detailed data were available to populate the model (e.g. what would happen if the treatment effect is allowed to vary at the level of the individual).

Modern software allows for a very transparent representation of the relationships in the model, for example, possible patient flows through the simulation. Software packages such as Arena® [89] allow for programming using flowchart methods very similar to those clinicians are already familiar with. They provide a visual representation of patient flows and possible outcomes. As discrete event simulations can produce a wide range of intermediate and final results, assessing the outcomes at numerous levels is possible. This is useful for validation purposes, and also provides a much more comprehensive set of results that can address the concerns of different decision makers and analysts.

10.3.3 Markov models

Markov models are suitable for modelling prevention, diagnosis, and treatment of chronic diseases, where (1) parameters are time-dependent (e.g. restenosis after coronary artery intervention, relapse after cancer treatment), (2) time-to-event is important (e.g. the time to an event such as stroke, cancer relapse etc. matters), and (3) repeated events may occur (e.g. restenosis, second myocardial infarction). Likewise, numerous guidelines on how to design Markov models have already been published [75,82,95]. Some of the strengths and weaknesses of Markov models are highlighted again in this section. Extending this model technique to a simulation at the level of an individual is described.

In a state transition Markov model, either the entire cohort starts at time zero in an initial disease state or the cohort can be distributed between different Markov states. The population in each state is defined by a common set of characteristics which describe that segment of the population (e.g. age, sex, disease severity) with no distinctions among individuals [72,75]. These characteristics can affect the likelihood of moving to other states in the next cycle (e.g. proportion with disease who die depends on age) and the “valuation” of the state (e.g. costs accumulated during each cycle depend on disease severity) [95]. The characteristics of each state can also change over time. In each model cycle, the distribution of patients regarding the various states is recalculated based on the relevant transition probabilities. Running this analysis for many cycles creates a profile, which determines how many patients are in a specific state at a particular point in time [95,96].

State transition models are based on several simplifying assumptions and have limitations. Patients (whether as fractions of a cohort or as individuals) are described in terms of the states
in which they find themselves in a particular cycle [82]. These discrete “states” are mutually exclusive (no part of the population can belong to two states in the same cycle), are assumed to be homogeneous and are complete (the sum of cohort fractions in all states added together must be 100% in each cycle). There is no exit from absorbing states (e.g. death, amputations): the fraction of the cohorts that reach this state remains there for the rest of the modelling period. Therefore, a sufficient number of states must be chosen to represent the full spectrum of the disease. Moreover, if a person acquires two or more properties (e.g. history of myocardial infarction and stroke), Markov states must be created for such combination states. In addition, there is exactly one transition between states per person and cycle. Markov models handle time by specifying fixed cycles over which the transition probabilities are applied, with any segment of the population allowed only one transition per cycle. In order to properly handle competing risks, additional techniques are required [72]. The analyst must choose a sufficiently small cycle length to mimic the continuous time flow of reality.

A strong assumption of Markov models is that does not incorporate a memory of previous states (the “Markovian assumption”) [70,75,95]. In other words, persons who move from one state to another acquire all the characteristics of the actual state and lose all characteristics of prior ones. The likelihood of moving from one state to another depends solely on the current health state. It is not dependent on prior experience nor on the duration of time in a state. As the transition probability between different disease stages is often determined by factors influenced by earlier stages, the assumptions stated in the previous sentence do not represent reality. This means that relevant experience such as prior events must be included in the description of the states. For example, “tunnel states” must be created to reflect the time a patient has already spent in a specific disease stage. This can easily lead to an explosion of the number of states thereby making the Markov model difficult to handle.

The profile of a state may not take into account all the relevant characteristics needed to model transition. This can lead to substantial distortions (e.g. with one-year cycles, the mean age is typically increased by one year even though it is the older people who may be transitioning out due to death and disease). This aspect of cohort Markov models can also be overcome by accounting for the heterogeneity in terms of additional health states that can be reasonably assumed to be homogeneous. For multiple patient characteristics, however, this can lead to a rapidly expanding set of states that soon becomes unfeasible. In both cases described in the section above, individual-level simulation of Markov models can be used to overcome the problem.

The simplest Markov models are chains that assume that the transition probabilities are constant over the entire modelling period [82]. Markov chains are a very attractive way to model because they can be solved numerically [97], by inverting the related matrices (i.e. it is not necessary to run the model at all). This property of constant transition probabilities is almost never realistic in health care, however. For example, background mortality rates of individuals change with increasing age. As decision-analytical software allows iterative solutions to Markov models which are not associated with the technical complexity of a
matrix algebra solution, health economic evaluations tend to use Markov processes that allow the transition probabilities to vary over time (e.g. for the risk of death to increase as the model progresses through time) [81]. Another aspect of Markov models relating to transition probabilities is the Markovian assumption of all states being "memoryless", already hinted at above in Section 10.1.2. In other words, the model has no memory of what has happened to the patient before. Therefore, a sufficient set of Markov states that captures the important patient histories must be chosen to provide a realistic model of the disease.

In a pure Markov model, interactions between individuals are not considered [4,7,67]. Meanwhile, some software has tried to relax this restriction by allowing "external" parameters such as disease prevalence to be used and updated in the model. This feature can be used to incorporate some transmission features in the Markov framework.

Individual-level Markov models are often referred to as Monte Carlo simulations because of the techniques used to sample probability distributions. In these models, individuals instead of a cohort are modelled. This allows each individual’s own historical experiences to be taken into account. Monte-Carlo-simulations hereby overcome the restrictive (and often unreal) Markovian assumption of “memorylessness” and enable modelling while taking into account the entire clinical history of patients and the variability in their individual characteristics [82]. In this way, many of the limitations of cohort models can be overcome [7,75,82]. In these models each individual has their individual characteristics, historical experiences can be retained, and heterogeneity in treatment effects and outcomes can be accounted for. Unlike cohort models, Monte Carlo simulations are stochastic, and all elements of the simulation can be specified using probability distributions. Patient flow through the model is determined by sampling from these probability distributions. A difficulty arises when these models cycle one individual at a time applying all the transition probabilities each cycle even if the individual experiences no transition in the majority of cycles. This slows processing time substantially.

Similar to discrete event simulations, individual-level Markov simulations can use equations of many types to control the modelling process (e.g. linear functions, logistic regressions, hazard functions, Cox proportional hazards, etc.).

Markov models can be modified further in various ways to overcome the limitations of a pure Markov model. For example, “tunnel states”, “half-cycle corrections”, multiple sub-states, external macros, and other features of available software are routinely used in practice. However, these features counter one of the main appeals of Markov models – their simplicity.

As with discrete event simulation, new software has simplified the programming of Markov cohort and individual-level simulations, allowing for intuitive visual representations of the model processes and facilitating model transparency. In addition, there are pre-specified tools simplifying and supporting the visualization of the state distribution over time (known as the Markov trace), the carrying out of sensitivity analyses, presentation of uncertainties, and link to spreadsheet software and macro language.
### 10.3.4 Agent-based simulation

Agent-based simulation is a powerful further development of discrete event simulation, but even less commonly used as a modelling technique in health care [66,80,98-100]. The main difference compared with standard discrete event simulation is that in an agent-based model, the entities (called agents) are aware of each other and of their environment [80]. It is highly suitable for modelling infectious diseases where transmission of infection is important. If social behaviour plays a key role in influencing the outcomes, this modelling technique may also be used. While basic discrete event simulation can accomplish many of these things, agent-based simulation possesses the advantage that it takes interactions into account. It facilitates the programming process and allows for a more transparent presentation of how the model operates.

An agent, like an entity, will often represent patients, but may represent people who are at risk from the illness in question. Like an entity, agents can also be specified to represent other groups such as medical professionals, or even organizations and communities. Agents can modify their behaviour over the course of the simulation and influence the behaviour of other agents, and thus one of the critical components of an agent is its “capability […] to make independent decisions [and] […] to be active rather than purely passive” [80]. Agent-based simulation also allows for spatial relationships between agents to be specified.

As with discrete event simulation, new software has simplified the programming of agent-based simulations. Moreover, this software allows for intuitive visual representation of the model processes and thus facilitates transparency [66]. These visual tools are not only useful for the decision maker but also for the analyst when debugging.

Some of the scenarios where use of agent-based simulation may be considered [66] are as follows:

- behaviour of individuals is non-linear and possibly best described by discontinuous functions (e.g. thresholds),
- individual temporal correlations, adaptation and learning need to be represented,
- interactions between individuals are heterogeneous,
- network effects may be present,
- fluctuations are possible in the system, with a steady state based on average relationships being unrealistic.

### 10.3.5 Transmission models

In epidemiological and public health modelling of infectious diseases, transmission models are a much more common and accepted technique [71]. Transmission models [101] can be
constructed at various levels of complexity and can be either deterministic or stochastic [68,71]. In their simplest form, deterministic models are based on solutions to a series of differential equations which describe the infectious states (compartments) of the population (e.g. susceptible, infected, immune), the degree of infectiousness of the disease in question, and mixing patterns in the population. The effects of vaccination, for example, which alters the susceptibility status of the population and, potentially, the strength of infectiousness and other factors, can thereby be incorporated accounting for both the direct effects of vaccination (i.e. protection conferred upon the vaccinated individual), and its indirect effects (i.e. herd immunity). However, deterministic compartmental transmission models, which are in essence cohort models, require a number of simplifying assumptions which can be unacceptable in specific situations [68,71]. The simplest models assume complete uniformity in the population, instantaneous contacts and infection, instantaneous and “memoryless” mixing, uniformity in infection events, and uniformity in recovery from infection [71]. These assumptions often will not be supportable when providing information to decision makers about the economic consequences of related interventions. Some of the assumptions in transmission models can be relaxed with more sophisticated transmission modelling techniques. Techniques specifically designed to address those issues provide a more convenient and accurate modelling framework [71].
11 Handling variability and uncertainty

11.1 Types of variability

There are two major kinds of variability in economic models [84]. There is a variability that *per se* cannot be avoided and that results from differences in the values of variables for different patients. A second form of variability results from the existence of “incomplete information” in the model, i.e. from the assumptions on which the model is based. The first form of variability depends on the characteristics of the intervention, the patients, the context and the unit costs. Note that these elements may be known with certainty (e.g. age, gender) or there may be uncertainty about them (e.g. the *per diem* cost of a hospital stay, effect estimate from a clinical study). If the values of variables are known, it is better to talk about heterogeneity than variability. The second form of variability reflects the fact that models cannot completely capture and reflect reality due to its complexity. Therefore, models have to rely on simplifying assumptions in order to remain manageable, traceable and transparent. This kind of variability is inherent in modelling. Both forms of variability have to be quantified and the modelling must take account of them.

11.2 Quantifying uncertainty

Generally speaking, the models are supplied with data from different sources, e.g. clinical trials, observational studies, database analyses, surveys, etc. Thus, there is some degree of uncertainty in all models [102]. The sources of this uncertainty can be categorized in a number of ways [37,50,103-105].

(1) The uncertainty of model parameters may result from their variability and the fact that they are estimated from samples with finite sample size. Thus, parameter uncertainty reflects our inability to determine these values precisely, such as those pertaining to the efficacy of the intervention or to the relevant resource utilization [106]. This type of uncertainty is often described by means of confidence intervals or other statistical approaches to quantify variance. These measures reflect the observed uncertainty in that parameter within the source data.

(2) Costs may vary because there is uncertainty in some of their determinants such as the dose consumed over time. Also, the model may be stochastic (i.e. uses random numbers in Monte Carlo simulations). To minimize this type of variability, various techniques are deployed to eliminate as much of it as possible. These variance reduction techniques (e.g. cloning) are dealt with extensively in the literature [73,107,108]. One common technique is to increase the sample size by re-sampling data from given patients (bootstrapping) or by running the model several times. The remaining variation after all the variance reduction techniques have been deployed must be quantified.
(3) The heterogeneity of the patient population, such as age, gender, relevant clinical history has an important impact on the applicability of the economic evaluation’s results. Although the characteristics of the patients may vary across the population, this does not per se imply uncertainty [103]. There can be uncertainty, however, because of insufficient information on these characteristics, and if so this should be quantified along with other parameter uncertainties.

(4) Equally the variability in model assumptions, which was described in the previous chapter, causes uncertainty and has to be taken into account. The modeller has to disclose and document the decisions regarding the choice of a modelling structure and the underlying assumptions. For instance, these may be related to the way the healthcare intervention is conceptualized, the clinical events included, the functional relations, the choice of costs and benefits to be addressed, as well as the methods of measurement and assessment of outcomes [45,102,103,109].

(5) Fixed factors such as the discounting rate or the selected time horizon can also fluctuate within a range of values and thus vary.

11.3 Handling uncertainty and its effects on model results

Parameter and other uncertainty that is irreducible have to be quantified. All analyses undertaken to do so should be fully documented in terms of the ranges for the parameter values used and assumptions made.

Uncertainties in the model inputs have to be considered and their impact on the model results quantified using the proper methods [26,103,110]. The three main methods used in health economic evaluations to test robustness of model results in the light of uncertainty are univariate deterministic, multivariate deterministic, and multivariate probabilistic sensitivity analysis. Other methods exist [107,111] but are rarely applied in health technology assessments. Multivariate analyses are most useful if the analysis is carried out for specific scenarios defined by a set of values for these elements.

Univariate sensitivity analysis addresses the range in outcomes resulting from varying one of the model parameters across a plausible range of uncertainty, while all other parameters are kept at their original assigned values (it should be noted that this may not take into account associations between inputs). This can give an idea of how large the impact of that uncertainty is, but obviously cannot fully quantify the uncertainty in the results. Univariate sensitivity analyses are extremely helpful if a decision maker has assumptions regarding one important parameter that differ from the base case analysis.

Multivariate sensitivity analysis attempts to make the assessment of uncertainty more complete by changing more than one parameter at a time and investigating their joint impact. Although this can be very useful for examining scenarios when the uncertainty is of interest, it
is time consuming when each parameter has a broad range and not very accurate if associations between parameter values are not taken into account.

In probabilistic sensitivity analysis, each parameter that is subject to uncertainty is assigned a distribution and these distributions are simultaneously sampled to create a set of inputs for one run of the model [45]. This is replicated many times and the resulting set of results provides an idea of the total impact of parameter uncertainty. For this to reasonably reflect uncertainty, it is important to choose distributions that accurately represent the uncertainty around the parameter estimates, and to correctly reflect how these correlate with each other. Otherwise, parameter combinations that rarely (or never) occur in reality may be over-represented.

It is recommended that univariate sensitivity analyses are not replaced but complemented by multivariate and probabilistic sensitivity analyses. For univariate and multivariate analyses, the results should be reported in both tabular form and as a tornado diagram giving the range of results for the input range(s). In case of probabilistic sensitivity analyses, results should be presented as the cumulative distribution of results. Cost-effectiveness acceptability curves [112] are not requested in IQWiG evaluations, given that these analyses are not about threshold cost-effectiveness ratios. Structural sensitivity analyses should be undertaken to explore the impact of varying structural assumptions.

Models that go beyond the duration of underpinning RCTs are subject to greater uncertainty than models that are limited to the duration of an RCT. Accordingly, it is of increasing importance to adequately test and document the robustness of model results with longer modelling time spans.
12 Validation

The approaches to validation have been classified in many ways, which will not be explored in detail here. However, in the context of modelling, clarification is needed as to which steps validation must consist of.

One key element is to examine whether the model makes sense. This so-called face validity relates to the influence diagram, the model concept, the data acquisition, the processing of functional relations and the choice of modelling technique. Each step must be carried out with prior knowledge, best available information and taking account of best practice. A second key element in validation is whether the model is implemented correctly (also called technical validation). This aspect also covers whether the model is operating in the manner intended – that the logic of the program is correctly implemented, with a minimum of programming errors. The third key aspect is external validation of the model – establishing whether the model correctly reflects the “real world”, within the defined limitations of the model. This is extremely important since a technically good, bug-free model with strong face validity is of little value for decision making if it does not accurately reflect the system and its behaviour.

A simulation model that is valid for one purpose may not be valid for another [113]. The external validation process must therefore cover all intended uses of the model, and if it is put to different purposes later, then renewed validation should take place. There is disagreement over the procedure for validating a model, but there are some basic steps that have to be taken [114].

The design and structure of the model should be reviewed by other experts in the field. This should be done for the influence diagram and model concept. The influence diagram is an important aspect of face validity. As it displays the modeller’s understanding of the illness and its management, it provides a transparent tool for clinical and other experts to assess the planned model.

All equations to be used in the model should be tested separately before being entered into the model. This is to ensure that they are correctly expressed and give the right results for entered values. The equations should also be calculated with extreme values on the borders of the model scope to make sure that there are no problems in those regions.

It is a huge task to test all aspects of the model when it is completed, due to the complexities and interactions. The only sensible approach is to keep testing the model as it evolves. This is best done by constructing the model in modular fashion. Each module is tested when it is developed. The module testing consists of checking that its output is correct, given the inputs to the module (e.g. entities and data being entered in a discrete event simulation). Any changes to a module already tested trigger new testing of that module. As the modules are added on, continuous testing should take place, thus ensuring consistent behaviour. In an individual-level simulation (Markov modelling with first order Monte Carlo simulation or discrete event simulation), a basic method is to test single, well-defined patients to make sure
the paths and events they experience are the expected ones. Moreover, the same approach chosen to test the single modules should be used for the whole model.

A good way of externally validating a model is to run it using the inputs from historical data, such as completed clinical trials, registries or outcomes studies, from which data have not been used in the tested model. The model results are then compared with the known ones [9]. By testing trials that have not been used as sources for inputs, the ability of the model to reproduce reality is verified. This verification must be tempered, however, as trials themselves are substantial deviations from reality. Ideally, the same process should take place with data from actual practice, although these are rarely available.
13 Model documentation

A detailed technical report describing all the modelling steps from development of the initial influence diagram to final validation is required. In addition, a fully executable version of the model must be made available, along with a user manual. In line with other suggested guidelines [6,12,24,26,110], documentation on the model should include the following:

- The influence diagram used to guide model development
- Details of the model concept
  - Description of the population(s) considered in the evaluation, including subgroups
  - Description of the evaluated health technologies
  - Selection of model settings (simulation size, time horizon, discounting rates, etc.) and justification
  - Review of economic evaluations in the therapeutic area in question
- Description of all data sources. Justification for selection of data sources must be provided.
- Details of all functional relationships used in the model. If they were custom-developed for the model, the methods used must be provided in detail.
- Listing of all assumptions related to both data source and model structure. Especially important is a detailed account of any assumptions and techniques used to project beyond the source data.
- Rationale for the modelling technique adopted
  - Description of how the technique conforms with the mandatory features
- Overview of the validation techniques used and results
- Detailed results, including an assessment of the impact of:
  - Use in relevant population subgroups
  - Uncertainty in input data
  - If probabilistic sensitivity analyses are conducted, include specification of
    - the probability distributions used and sources
    - correlations among input parameters
- any structural variants
  - Interpretation of results, including a description of limitations of the approach adopted.

An electronic version of the model must be provided on the understanding that the model will enter the public domain, and may be adapted for use in future evaluations. The electronic model must be fully accessible and allow reviewers and the public to view all formulas and relationships included in the analysis and to run the model using different input data. To facilitate review of the model, the electronic model should be accompanied by a user’s guide describing the software and hardware required to use the model, how model inputs can be modified, where these inputs can be found in the model, and how the model may be run and results extracted.
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